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Abstract - Data mining is an essential process as it is used to find and discover new, correct, useful and understandable 

forms of data. Cloud computing has become a multi-use technology for data processing, storage, and distribution, offering 

a wide range of applications and infrastructure such as the Internet service that customers can access from anywhere. The 

massive volume of data can have stored in low-cost cloud data centers. Both data mining and cloud computing 

technologies help business organizations maximize profits and reduce costs in different ways. The focus of this paper on 
data mining is the technique of knowing the previously unknown relationship and new patterns in extensive data that can 

even predict future decisions by using some useful algorithms and techniques such as classification, prediction, clustering, 

summarization, base assemblies, regression analysis, time series analysis  
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I. INTRODUCTION 

Our current era has characterized by great torrents and 

general data, making it impossible for analysts to extract 
meaningful information by resorting only to traditional 

approaches to preliminary data analysis. With the 

presence of large amounts of data stored in databases and 

data warehouses, the need to develop robust tools for data 

analysis and extraction of information and knowledge has 

increased. Hence, data mining has emerged as a technique 

aimed at extracting knowledge from vast amounts of data 

[1].  

   The term cloud refers to the net or the Internet. In other 

words, we can say that the cloud is something that exists 

remotely. Clouds can provide services over any network 
in public or private networks on WAN, LAN, or LAN 

networks VPN or VPNs [2]. Cloud computing also 

processes, configures, and accesses Internet applications. 

It stores data on Internet, infrastructure, and applications 

[3]. Cloud computing technology services have broadly 

divided into three services, and customers have the right 

to choose one or more of the desired functions. 

    Clustering is a technical process of placing data in 

similar clusters, a branch of data mining. The aggregation 

algorithm divides a data set into several groups since the 

similarity between points within a particular pool is 

higher than the similarity between points within two 
different clusters. k-means clustering is a method of 

vector quantification, formerly in signal processing 

science, which is best known for its use in cluster analysis 

during data mining [5]. The purpose of this algorithm is to 

divide the number of elements (n data) into some k 

sections in which each feature has included in the part 

with the nearest central point. The central location 

represents the basis on which the data is divided and 

categorized, clustering. The result of the classification is a 

division into Furonic regions [6]. 

  This paper has arranged as follows. In section II, we 
introduce the cloud computing, types of cloud services, 

advantages and disadvantages of cloud computing. 

Section III Then, we present the Data mining definition, 

data mining technique, clustering, k-means clustering 

algorithm. Section V discusses the data mining techniques 

based on a cloud computing; the part presents Some of 
the data mining tools has delivered on a cloud, such as 

Weka4WS, Ricardo, BC-PDM, Rapid Miner, ESOM-

Maps, Mahout. Finally, the conclusions. 

 

II. RESEARCH METHODS 

Cloud computing " Is a process through which 
tasks are distributed over a large number of computer 

resources gathering so that these communities can carry 

out the necessary applications by accessing computing 

power, storage space and information service when 

required. A new, user-driven model to flexibly access 

hardware and software resources through the Internet and 

allow companies to lower costs and increase performance. 

It is due to the presence of a database that provides 
services, and the cloud can be considered as a key and 

unique point of access to receive all requests from 

customers around the world [7]. Cloud computing 

technology services have broadly divided into three 

services, and customers have the right to choose one or 

more of the desired services [8]. Figure 1 shows the 

cloud-computing services are [9]: 

1) Software as a service (SaaS): Software as a service 

(SaaS): Is the highest level in the cloud where 

software applications or data for the library have 

hosted on the Internet. This level of cloud computing 
is the most easily accessible by non-profit 

organizations and libraries because it requires 

relatively little development and training from within 

the organization to obtain and operate it 
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           Figure 1. Cloud  Computing Architecture 

 

2) Platform as a service (PaaS): Platform as a service 

(PaaS): The platform or computing environment as a 

service (PaaS) is the next level of the cloud. It has often 

used by organizations that develop or modify their 
software applications. The computing environment 

supports software development processes, including 

prototyping, development, testing, deployment, and 

hosting of software. 

 

3) Infrastructure as a service (IaaS); is the foundation or 

bottom layer of cloud computing, sometimes referred to 

as "Haas (Service as Hardware)." It involves services 

such as storage, backups, disaster recovery, Data, and 

security. In an enterprise, cloud computing allows the 

company to pay only as much as possible as needed, and 

to make the Internet as soon as possible, and because this 
"pay for what you used" model, is similar to the way 

electricity, fuel, It has sometimes referred to as the 

computing facility. 

 

A. Advantages and disadvantages of cloud computing 

    The benefits of cloud computing are summarized as 

follows [24]: 

1) A person can access applications and services over the 

Internet through the computerized cloud. 

2) Cloud computing can have handled and demand 

generated online at any time. 
3) Does not need to install a specific piece of software to 

access or process the application on the computer 

cloud. 

4) Cloud computing provides development and 

deployment of Internet tools, environment 

programming and operating time through a platform 

as a model the service. 

5) The cloud provides resources in a way that offers an 

independent platform to reach any customer. 

6) Cloud computing provides self-service on demand. 

Resources can have used without interacting with the 

service provider cloud. 
7) Cloud computing is a cost-effective goal because it 

increases efficiencies and benefits. It is It only 

requires an Internet connection. 

8) Cloud computing offers the budget that makes it more 

reliable.  

 

The disadvantages of cloud computing are 

summarized as follows [24]: 

1) Fear of hacking server servers and stealing data or 

selling them by third party service providers. 
Therefore, you should deal with reliable, credible and 

transparent companies. 

2) Fear of interruption of Internet service in general. 

3) The current applications of cloud computing on the 

Internet have not yet reached the desired level and 

expected efficiency. There is not, however, an 

application program on the Internet for the degree of 

modification to the desired images such as Photoshop. 

 

Data mining emerged in the mid-1990s in the United 

States, combining statistics and information technologies 
(databases, artificial intelligence, and machine learning). 

There are several definitions of this concept, which can 

have defined as "automated or automated exploration of 

interesting, and invisible patterns hidden in a given 

database," or "a process of accurate, intelligent. The 

interactive and sequential analysis that allows the activity 

facilitators to use this process Making decisions and 

doing appropriate work in favor of the activity they are 

responsible [10]. The institution in which they work, "or" 

analyzes large amounts of data to create rules, examples, 

and models that can be used to guide decision makers and 

predict future behavior. ", Can also be defined as: 
"Analysis of large pilgrimage collections M of data seen 

to search for potential relationships and summarize data 

in new forms to be understood and useful to its user"[11]. 

   Through previous definitions, data mining is a process 

of extracting or discovering useful and exploitable 

knowledge through a wide range of data. It helps to 

explore hidden knowledge and unexpected models, as 

well as explore new rules that exist in large databases 

[12]. The following figure explains the different steps 

which comprise the overall data mining process: 

Figure 2. Data Mining Process 

 

A. Data Mining Technique 

    Data mining models are two types: Predictive models 

are designed to predict the value of some properties. Such 

as predicting a potential purchase for the customer. 

Descriptive models have divided into two types: 

clustering patterns that allow the assembly of individuals, 

events, products in clusters, and correlation models that 

allow for the identification of relationships between them, 
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figure 3 shows the classification of data mining tasks. 

There are several tools to explore the data, the most 

important of which are [11] [13]: 

1) Classification: Classification is the interpretation or 

prediction of an individual's property through other 

characteristics. This property is generally how. The 

grading can be done using old statistical methods such 
as regression and differential analysis or using 

relatively recent techniques such as correlation forces, 

case-based conclusions, and neural networks. As 

examples of the classification methods used as part of 

knowledge exploration applications that include the 

classification of financial market trends and the 

automatic identification of significant objects in an 

extensive database. 

2) Prediction: The prediction is similar to classification 

or estimation, except that data have classified as 

predicting future behavior or estimating its future 
value. The predicted dependent variable is a 

quantitative variable. Some of the traditional tools 

used in forecasting are, for example, regression and 

differential analysis. The new methods include 

correlation rules, decision tree, neural networks, and 

genetic algorithms. 

3) Regression Analysis (RA): Regression analysis is a 

statistical method. It can be used in the digital 

prediction process and modeling the relationship 

between the independent variable or the dependent 

variable. 

4) Time Series Analysis: A series of events that change 
with time has usually measured at equal intervals. The 

analysis of time series means that statistical methods 

are used to model the sequence of events through 

time-based data points. 

5) Association Rule: The base mining process of the 

Association consists of first finding the recurrent 

elements from which strong association rules have 

established in form A and B. Numerous statistical 

analysis can be carried out to detect statistical linkage 

between items A and B. 

 
Figure 3. Representation of Clusters (a),( b),( d) are 

hierarchical and (c) is nonhierarchical. 

 

There are many algorithms used in the data compilation 

process, and we will examine the most straightforward 

algorithm, the k-means clustering algorithm [13]. 

C. K-means Clustering Algorithm   

    K-groups mean grouping algorithms/sets of different 

notes relating to each other without any idea about those 

relationships that exist between them. Some symbols can 

used to represent objects, where n represents the total 

number of features used to describe cluster. After this has 

done, the algorithm chooses k-points in the vector space 

randomly. These points act as primary centers of the 
group. After the procedure, all the objects involved have 

assigned to the center points that are at least the distance 

from them. Thus, a separate new center has created 

through the vectors average for all the objects assigned to 

it [14]. The Lloyd's algorithm, mostly known as the k-

means algorithm, used to solve the k-means clustering 

problem and works as follows. First, decide the number of 

clusters k. Then: 

    The algorithm eventually converges to a central point, 

taking into account that it is not necessarily the minimum 

of total squares. Where the problem is hypothetical and 
the algorithm is merely metaphorical, converging to the 

minimum acceptable. The algorithm's work stops when 

the assignment from one frequency to the next final shape 

has not changed. Figure 5 shows the K-Mines synthesis 

algorithm [14] [23]. 

 
Figure 4. K-Means Clustering Algorithm 

 

III.  RESULT AND ANALYSIS 

There is a strong need for computer technologies to 

extract the required data from the cloud computing model. 
Cloud computing penetrated all business domains to 

become a significant technical area in the data mining 

application. "Cloud computing means the new scientific 

direction in Internet services that rely on zips of 

applications and servers to handle the tasks required." 

Data mining in cloud computing is a structured process 

from unstructured or semi-structured data sources. The 

data mining in Cloud Computing allows organizations to 

centralize the management of software and data storage, 

with an assurance of efficient, reliable and secure services 

for their users. Distributed and parallel data mining 
algorithms can be used for sharing of resources In cloud 

computing, software and applications to extract data are 

also created in this way as follows [17]:  

1) SaaS: Developers can use applications ready to 

explore data using specific algorithms that can be 

accessed directly through a web browser. 

2) PaaS: Developers can use supporting platforms for 

their data analytics and storage like Hadoop, Apache 

Cassandra. 

3) IaaS: Developers can usually take advantage of the 

available virtual resources that belong to the 
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computing infrastructure to perform data analyzes and 

use data mining tools. 

 

   A series of cloud computing service platforms have 

been developed to provide data mining services for the 

public some platforms are designed to provide data 

mining in cloud services. Talia et al. summarize data 
mining in cloud computing in four levels, figure 6 shows 

the four levels of data mining services [15][16]: 

1) Single KDD steps: the underlying composition data 

mining algorithms.  

2) Single data mining tasks: a separate class of services 

meant for data mining like classification, clustering, 

etc. 

3)  Distributed data mining patterns: distributed data 

mining models like aggregation, parallel 

classification, and machine learning. 

4) Data mining applications or KDD processes: 
Complete data mining application that are based on 

the elements belonging to all above. 

By this design, they designed a Data Mining open 

service framework based on cloud computing and 

developed a series of data mining services, such as 

Weka4WS, BC-PDM, PD Miner, ESOM-Maps. Some of 

the data mining tools delivered on the cloud are [15] [21]: 

1) Weka4WS: Weka is a widely used open source data 
mining toolkit that runs on a single machine. 

Weka4WS extends the Weka toolkit by 

implementing a distributed framework that supports 

data mining in WSRF enabled Grids. Weka4WS 

integrates Weka and the WSRF technology for 

running remote data mining algorithms and 

managing distributed computations as workflows 

[16]. The Weka4WS user interface supports the 

execution of both local and remote data mining 

tasks. On aGrid computing node, a WSRF-compliant 

Web service is used to expose all the data mining 

algorithms provided by the Weka library [18]. 
2) Ricardo: is the tool by merging the data mining tool 

R with distributive frameworks. This system uses 

declarative scripting language and Hadoop to 

execute R programs in parallel. This method uses R-

syntax that is familiar to many analysts. But, due to 

the overhead produced by compiling the declarative 

scripts to low-level MapReduce jobs, Ricardo 

suffers from long execution times [20]. 

3) BC-PDM: is a SaaS tools, and is based on the 

MapReduce implementation of cloud computing. 

Users can use the data from the big cloud by BC-
PDM only need to register instead then to buy or 

deployment, Because it based on cloud computing, 

so BC-PDM overcome the traditional tools, and can 

deal with TB level mass data mining. 

4) Rapid Miner: is another software platform that 

provides an integrated environment for both 

machine learning and data mining. The interactive 

More than 1500 data mining operators are present in 

Rapid Miner. It can use as a stand-alone application. 

It also provides efficient multi-layered data view 

[19]. 

5) ESOM-Maps: is a data mining tool used for 

clustering, visualization and classification can use as 

SaaS via a cloud. 

6) Mahout: a community-based Hadoop-related project, 

aims to provide scalable data mining algorithm. Its 
libraries do not provide a general framework for 

building algorithms. So that, quality of the offered 

solutions varies that depending on the contributor 

expertise. That leads to a potential decrease in 

performance[22]. Mahout mainly focuses on 

implementing specific algorithms, rather than 

building execution models for algorithm methods 

 
                  Figuer 5. Four levels of data mining services 

 

      The system can provide overall data mining solution 

for business decisions and intelligent information 

processing The order offers a variety of parallel data 

conversion rules and parallel data mining algorithms, the 

full support of the production, sales, marketing, financial 

management, corporate decision-making activities in the 

field, has broad application prospects. A browser – this 

implies that he has only to pay the costs that have 

generated by using Cloud computing. Also, major 

companies in the field of business intelligence provide 

business-oriented large-scale data mining services, such 

as micro-strategy, IBM, Oracle and other companies own 

the data mining services based on cloud computing 

platform [15]. 

VI. CONCLUSION 

Data mining techniques based on cloud computing is 

an Important characteristic of today's infrastructure to 

make efficient and better knowledge-driven decisions. 

The concepts of data mining in cloud computing and 
different types of algorithms that can use for sharing of 

resources using data mining and cloud computing We 

also have concluded that clustering serves as one of the 

best algorithms used for data mining processes owing to 

its less complexity and ability readily implemented 

without any hindrance.   

K-Mines algorithm is a more efficient algorithm for 

massive database mining, with cloud computing 

providing a convenient solution for storing extensive 

database at the lowest cost. This paper focuses on the 

implementation of the K-Mines algorithm in the digital 
cloud environment, and experimental results show that 

they work well in the cloud. 
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